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Code and demo: https://github.com/Beastlyprime/lazy_emd

https://github.com/Beastlyprime/lazy_emd


Motivation 

Q: Which intrinsic metric is better for 
embedding-based NLG evaluation measures?



Natural Language Generation Evaluation

Inputs Texts

Reference: https://iclr.cc/virtual_2020/poster_SkeHuCVFDr.html

ScoreEvaluation
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I love it.
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https://iclr.cc/virtual_2020/poster_SkeHuCVFDr.html


Embedding-Based Measures
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“Intrinsic metric”



Existing intrinsic metrics

Generalized precision/recall

• BERTScore (ICLR 2020)


• YiSi-1 (CMT 2019)

Earth mover’s distance

• WMD (ICML 2015)


• WMDo (CMT 2019)


• MoverScore (EMNLP 2019)

Which is the best? Difference? Relations? ?
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Bridging by Optimal Transport



Different HARD constraints

EMD = ⟨C, P*⟩

P = ⟨S, P*p ⟩

R = ⟨S, P*r ⟩



Highlight 
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Matching Problems



 Existing Metrics Induce BAD match

2. Noisy matching

paraphrase

young

man

boy

in

a

1. Incomplete matching



HARD Constraints, BAD Match

Bad match inconsistent evaluation



Highlight 
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           Earth Mover’s DistanceLazy



• Unbalanced Optimal Transport Problem


Lazy Earth Mover’s Distance

Lazy-EMDλc,λr
= ⟨C, P*λc,λr

⟩

P*λc,λr



Lazy matching

w1

1

w3

w4

c1

c4

paraphrase

young

man

boy

in

a

w2

 p*i = exp (−
ci

λc
−

λr

λc
A) ⋅ wi

ci ↗ , p*i ↘

Matching weight
c2

P*λc,λr

That alleviate the incomplete and noisy matching problems!



Evaluation: WMT Translation Benchmark

• WMT19: 193 translation systems, 15 language pairs

12 / 15



Conclusion

Generalized P/R

Existing intrinsic metrics

EMD

Optimal transport
Matching problem

Lazy EMD

Unbalanced Optimal transport
Limit

Limit Theory

Experiments
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Part 2 - Outline

• 3 Key points 
- From optimal transport problem to token matching 
- Matching problems and evaluation 
- Why the word ‘Lazy’ ?


• Our Demo: visualize intrinsic metrics 
- Example
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From Optimal Transport to Token Matching



Optimal Transport Problem  

C22

C21

n
m

μ2 ν2

• Earth of mass  on site 


• Requirements of mass  of factory 


• Transport cost from  to  : 


• Make the transport plan, minimize 
the total cost.

μi i

νj j

i j Cij



Optimal Transport Problem  

Solution  : optimal transport planP*

C22

C21

n
m

μ2 ν2



P*
EMD = ⟨C, P*⟩

EMD: Bilateral

token distance matrix

cand./ref. token weights



Generalized Precision/Recall: Unilateral

P*p P = ⟨S, P*p ⟩

Generalized precision

1 - S (similarity matrix)

cand. token weights



Generalized Precision/Recall: Unilateral

P*r R = ⟨S, P*r ⟩

Generalized recall

1 - S (similarity matrix)

ref. token weights



Different HARD constraints

EMD = ⟨C, P*⟩

P = ⟨S, P*p ⟩

R = ⟨S, P*r ⟩

 : Matching weight of token i, jPij
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Matching Problems and Evaluation



GOOD match?

In traditional evaluation measures like BLEU, ROUGE, the 
problem is the stiffness on matching  
—— only words lexically similar can be matched.


However in embedding-based measures, the problem is the 
flexibility  
—— ANY two words can be matched !

 : how much the similarity of token pair (i, j) is considered in 
computing the final score.
Pij



GOOD match?

 : how much the similarity of token pair (i, j) is considered in 
computing the final score.
Pij

What kind of match is bad? 
1.  Incomplete matching

2.  Noisy matching



HARD constraints, BAD match

2.  Noisy matching

paraphrase

young

man
boy

in
a

Reference: The young man in a slicker. 


Candidate: The boy in a coat

1.  Incomplete matching

Unilateral: nearest neighbor


Bilateral:  
ideal only when wman + wyoung = wboy
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Why the word            ?‘Lazy’



OT with Soft Constraints

• Unbalanced Optimal Transport Problem

marginal deviation,  
by KL divergence 



OT with Soft Constraints

• Unbalanced Optimal Transport Problem

control how much the corresponding  
marginal deviation is penalized



• Unbalanced Optimal Transport Problem


Lazy Earth Mover’s Distance

Lazy-EMDλc,λr
= ⟨C, P*λc,λr

⟩

P*λc,λr



Lazy matching
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Demo: 

Compare intrinsic metrics!



Demonstration: Compare Intrinsic Metrics !

• Choose the encoder


• Explore the similarity matrix


• Get evaluation scores under different metrics


• Explore their matching weights



Thanks for your attention !

Resources:   https://github.com/Beastlyprime/lazy_emd


                                 TRY OUR DEMO! 

https://github.com/Beastlyprime/lazy_emd

